
MLTE: Machine Learning Test  
and Evaluation

ARE YOU DEVELOPING A MACHINE LEARNING 
(ML) MODEL and unsure about what constitutes 
proper testing? Are you acquiring an ML model and 
want to know how it was tested? Machine Learning 
and Test Evaluation (MLTE), pronounced “melt,” can 
help you develop or acquire ML models that are 
production ready by providing a comprehensive 
process and tool for testing ML models and 
reporting test results.

Current practice for ML model testing during ML model 
development prioritizes testing model properties, 
such as model performance (e.g., accuracy). Without 
adequate consideration of system requirements—such 
as throughput, resource consumption, or robustness— 
this practice can lead to failures in model integration, 
deployment, and operations. In many cases, model 
developers lack the skills or background to test 
beyond model performance. In other cases, model 
developers receive very little system context that informs 
design decisions.

The Software Engineering Institute (SEI) and the Army 
Artificial Intelligence Integration Center (AI2C) co- 
developed MLTE, a system-centric, semi-automated 
process and infrastructure that enables negotiation, 
specification, and testing of ML model and system 
qualities. MLTE produces evidence of testing activities—in 
the form of test report, test code, and test data—that can 
be shared with model acquirers and integrators to inform 
integration and further test and evaluation activities.

How It Works
Key elements of MLTE promote production readiness of 
ML models, labeled in the process diagram:

1.	Stakeholders negotiate continuously throughout model 
development to share system context.

2.	Model requirements elicitation is driven by quality 
attribute (i.e., non-functional requirement) scenarios 
that represent concrete system needs.

3.	Negotiation Card records agreements and drives 
model development and testing.

4.	 Internal Model Testing recognizes the experimental 
nature of model development.

5.	System-Dependent Model Testing focuses on 
obtaining evidence of satisfaction of model and 
system requirements.

6.	Test Catalog contains reusable (organizational) 
examples of test cases organized by quality attribute.

7.	Test Cases are first-class artifacts that define metrics, 
measurement methods, and passing conditions.

8.	MLTE Report records and communicates test results.

Reported Results
Evaluations of MLTE with AI2C show that

•	Negotiation Card identifies a larger number of 
model and systems requirements early in the 
development process.

•	Test Catalog supports the development and reuse of 
test code for validating these requirements.

•	Test Code and MLTE Report provide evidence of testing 
that increases trustworthiness of ML models.
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The SEI can help you instantiate MLTE in your 
organizations and integrate it into your model 
development and model T&E processes. 
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Download MLTE and get how-to guides and tutorials 
at github.com/mlte-team/mlte

Learn more about the MLTE framework in our papers:

•	MLTEing Models: Negotiating, Evaluating, and 
Documenting Model and System Qualities  
insights.sei.cmu.edu/library/mlteing-models-
negotiating-evaluating-and-documenting-model-
and-system-qualities

•	Using Quality Attribute Scenarios for ML Model Test 
Case Generation 
arxiv.org/abs/2406.08575
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